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CrBOpEHHA METOAY 3a0€31eYeHHA AKOCTI KOMEHTAPiB
y CHCTEMAX KOHTPOAFO BepPCili Ha OCHOBI
TpaHC(POPMEPHUX MOAECAEH

Beryn

Ob6IpyHmMOBAHO BaANCIUBGICMb PO36 A3AHHS 3A0aUi NIOBUWEHHS AKOCHT ONUCIB
00 3MiH y BUXIOHUX MEKCMAax npocpam y KOHMeKCmi cucmem KOHMpPO.o eep-
citi. [{na ¢gpinempayii komenmapie 3acmoco8ano mMemoou MAUUHHO20 HAG-
YAHHS, 30KPeMa HetUpOHHI Mepedxci pi3HUx apximekmyp. Buxopucmanns neti-
PDOHHUX Mepedxc € OOYIIbHUM Yepe3 nompedy 8 asmomMamuiHoMy 6UsENIeHHI
ONuUCi8, U0 MOYHO 8I000PANCAIOMb NPUSHAUEHHS 8HeceHUX 3MiH. 1Iposedero
HOPIGHAIbHUL AHAN3 MOOenel Ha OCHO8I Transformer-apximexmyp, maKux siK
BERT, RoBERTa ma DistilBERT, i ixue 3acmocysanns y 6inapHux kiacugi-
kamopax 015 ginempayii 3miH. 30iliICHEHO HABYAHHA MOOeNel HA MHONMCUHI
ONUCI8 00 BHECEHUX 3MIH, OMPUMAHUX 3a OONOMO20H0 CREYiaIbHO20 NPOSPAM-
noeo inmepgpeticy GitHub REST API. Ilposedeno oyinio8anHs moyHocmi Mo-
Oenell uepes BUKOPUCIAHHS MempuK: mounocmi (Accuracy) ma cepeonboco
eapmonitinoco (F1-score). Takooic niomeepodiceno egexmusHicmob cepedo-
suwa Google Colab ona npomomunyseanns mooenen MauuHHO20 HABYAHHS.

Knrouoei cnosa: AdamW-ancopumm, BERT, commit message, DistilBERT,
GitHub REST API, RoBERTa, Transformer, euxionuii mexcm npozpamu, 113,
NOGIOOMINEHHS NPO 6HECEeHi 3MIHU, NpocpaMHe 3a6e3nedeHnts, penosumopii,
cepeoHe 2apMOHiliHe, cucmema KOHMPOIIO 6epCil.

B enoxy mu¢gpoBuX TEXHOIOTIH, KOJIXU PO3POOKa MPOrpaMHOTo 3a0e3MeueHHS BijIi-
Ipa€e BaXJIMBY POJIb y PI3HUX Taly3sX, CHCTEMU KOHTPOJIIO BEpCiii CTalOTh HEBIJ €EMHUM
IHCTPYMEHTOM JUTsl YIIPABIIHHS BUXIAHUM KOJOM. /[MHaMiuHI 3MiHU PUHKY BUMararTh
BiJl PO3pOOHMKIB HE JIMIIE IIBUAKOCTI 1 AKOCTI pOOOTH, a i CTPYKTYpOBAHOTO Ta HaIiii-
HOTO MiJIXOy 10 KepyBaHHs BepcisiMu mporpam [1].

CucreMu KOHTPOJIIO BEpCiii 1al0Th PO3POOHHMKAM 3MOTY THYYKO IMpalioBaTH Haj
MIPOEKTaMH, BHOCUTH 3MIHU Ta TECTyBaTH HOB1 (DyHKIIi1, 30epiratouu, 3a HoTpedu, MOX-
JUBICTH MOBEPHEHHS JI0 TIOTIepeIHIX Bepcilt. Lle qomomarae 3amo6irtv BTpaTi JaHUX, M-
TPUMYBATU CTAOUIBHICTh CHCTEMH Ta MOKPAIlyBaTH KOMaH/IHY CIIBIPALIIO.
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30epeKeHHsI 3MIH Y CUCTEMI KOHTPOJIIO BEpCiil BiAirpae KIOYOBY pOJib Y PO3Y-
MiHHI, BIZICTE)KCHHI Ta 30epeKeHHi icTopii Moaudikalliii y komosii 6a3i. KoxxHe mosi-
JOMJICHHS TIPO 3MiHM BiZJOOpakae KOHKPETHY MPaBKY, BHECEHY PO3pOOHUKOM. [leTannb-
HUW OMHC 3MiH CIpHSIE TOMY, OO K IMOTOYHI, TaK 1 MalOyTHI Y4JIE€HU KOMaHId MOTJIH
3pO3yMITH, IKi KOPUTYBaHHS OYyJI0 3p0OJIEHO Ta 3 KO METOIO [2].

VY migcyMmKy, AeTanbHI OMMCH 3MiH MOKPAIIYIOTh JTOKYMEHTAIII0 TPOEKTY, CIPO-
HIYIOTh TEXHIYHY MiITPUMKY, TO3BOJISIOTH BIZICTEKYBATH €TAIU HOT'O PO3BUTKY Ta JIOTIKY
MPUAHSATTS PIIIEHB, @ TAKOXK POOJIATH MTPOEKT OLIBIIT MPO30PHUM.

Po3pobka merony 3abe3nedeHHs SKOCTI KOMEHTapiB 10 BHECEHUX 3MiH Yy BUXIJ-
HOMY KOJIi JIIsl CHCTEM KOHTPOJIIO BEPCili cTae 0COOJMBO BAXKIMBOKO Yepe3 301TbIIICHHS
00CSTIB MPOEKTIB 1 YCKIaJHEHHS CTPYKTYPH KOJIOBOI Oa3H.

OCKUTBKH 10 Cy4aCHUX MPOEKTIB MOXKYTh OYTH 3aTy4eHi PO3POOHUKH 3 PI3HUM JI0-
CBIJIOM 1 MIIX0/IaMU JIO MPOTpaMyBaHHs, PUIBTP OMUCIB 3MiH, IO OIIHIOE 3MICT 1 KOH-
TEKCT KOMEHTAapiB, CIIPUATUME KPAIIOMYy PO3YMIHHIO 3MiH 1HIIMMHU YJI€HAMH KOMaHIH Ta
MOJIETIINTH TEXHIUHY MIATPUMKY [3].

OTKe, OIMC BHECEHUX 3MIH — II€ IIOBIJOMJIEHHS, 3MICT SIKOT'0 BiNOBIA€ 3arajib-
HUM TIpaBUJIaM HaIMCAaHHS MOBIIOMJIEHb ITPO BHECEH] 3MiHHU, € JIAKOHIYHUM, OIMUCYE Xa-
paxTep 3MiH, iXHi eeKT i npu4nny.

1. TIpaBuna om0 opopMIICHHS MOBIIOMJICHHS TIPO BHECEHI 3MiHHU [4]:

a) OIKC MOBUHEH MATH 3arojOBOK 1 MOXe Matu Tio. Lli yacTuHm MaroTh OyTH po3-
JIIEH]I TTIOPOXKHIM PSIIKOM;

0) 3aroJIoBOK He Mae OyTH JOBrUM, He Oubme 50—70 cuMBOJTIB;

B) J1€CJIOBA Yy 3aroJIOBKY MMOBUHHI B)KUBATHCh y TOKOHaHIH (opmi.

2. TlpaBuia oo noaanHs iHGoOpMaIii y MOBiIOMJICHH] ITPO BHECEHI 3MIHU:

a) Mae OyTH OnucaHo, YoMy Oynu 3po0JeHi 3MiHU;

0) sikuii epexT Mae 11e MOBIAOMIICHHS PO BHECEH1 3MIHU;

B) SKIIIO BHECEHI 3MiHU BUIPABISAIOTH AKYCh MPOoOIIieMy, TO HEOOX1THO 11 BKa3aTu;

r) nogaHHs iH(opmalii Mae OyTH TakuM, 1IOOU (axiBellb, SKUIH HE Ma€ pO3yMIHHS
1010 POOJIEMH YU CTPYKTYPHU KOy, 3pO3YMiB, 1110 OyJ10 3p00JIeHO, 1 IKUH BILTUB II€ Ma€
Ha MpoeKT (mporpamy). [Ipuknaam onuciB HaBeneHo B Ta0I. 1.

Tabmums 1. KoMeHTapi 10 BHECEHHUX 3MiH, SKi BIAIOBIIAI0TH NPaBIIy 2.T

Ne . .
s/ Mpuknax noBigomJjieHHst MeTa noBigomJieHHsI

1 Refactored authentication logic to improve || ITokpamuTn ynTabenpHICT KOAY 1 YCYHYTH
code readability and reduce duplication Ha/UTHIIKOBI parMeHTH

2 Fixed race condition in data loader to prevent | YcyHyTn npuumHy HECTaOiIBHOTO MPOXO-
intermittent test failures JPKEHHS TECTIB

3 Optimized image rendering to improve page || [IpumBuAmIATH 3aBaHTaXEHHA HAa MOOLTB-
load performance on mobile devices HUX IPUCTPOIX

4 Updated password hashing algorithm to | IligBumuTu piBeHs O€3MEKH BIAMOBIAHO IO
enhance security compliance BHUMOT

5 Added error messages to login form to || 3abe3neunTy OUIBII IHTYITHBHY B3a€MOJIIO 3
improve user feedback KOpPHUCTYBayeM

6 Rewrote unit tests to align with updated API | AxryanizyBaTé TecTH BiAIIOBIJHO 1O OHOB-
behavior JieHoi sioriku pobotn API
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ITocranoBka 3apaui

VYci, HaBeneHl y MOMEepeAHHOMY PO3ii MPaBHa HAMKMCAHHS TOBIJIOMIICHb PO
BHECCHI 3MiHHM, MOXKHA OIPAIIOBATH 3aco0amMu OyAb-IKOi MOBHU IIPOrpaMyBaHHS, IPOTE
JUTSL TipaBuiia 2.T MOTPIOHO BUKOPUCTOBYBATH CaMe MAITMHHE HABYAHHSI, TaK K opma-
JBHUX TIPABWII JIs1 BU3HAYCHHS, 1110 OYyJ10 3p00JIeHO 1 YoMy, HE iICHY€ — JJIsI IIbOTO TIOT-
piOHe «JIr0ICbKe» PO3yMiHHS KOHTEKCTY Ta 3MICTY MOBIJJOMJICHHS PO BHECEHI 3MiHH.
3BiJICH BUILIMBAE MTOCTAHOBKA 3a/1adul: CTBOPUTH METOJ 3a0€31eUYeHHS SKOCTI MOBIIOM-
JICHb TIPO BHECEHI 3MIHU BUXIIHUX TEKCTIB IPOTPaM y CHCTeMaX KOHTPOJIIO BEPCii, SIKUiA
aHaJli3yBaTHME ONKC BHECEHUX PO3POOHUKOM 3MiH y BUXIHUHI TEKCT MPOrpaMu Ta IMO-
BEepTaTUME MITKY, YU BIATIOBIAA€ 1Iel KOMEHTAp A0 BHECEHUX 3MiH Ha MMUTAaHHS «I10 0yJI0
3p00JICHO 1 YOMY?», TOOTO «TaK» UM «HI».

®dopmarizaris 3agaui pineTpa. Hexalt X — MHOXWHA ONMKCIB BHECEHUX 3MiH (Te-
HepaJbHA CYKYIHICTh), KOJKHE 13 IUX MOBIJOMJICHb PO BHECEHI 3MIHU OMHCYETHCS M-
BUMIPHHM BEKTOPOM CJIiB:

X ={xy, x5 ., Xy}, X €X, (D

Jie m — PO3MIPHICTh BEKTOpA CIIiB.
Y — MHOXMHa MOKJIMBHX BIATYKIB (MITOK) y BUTJISiAL M-BUMIpPHOTO BEKTOpA:

- -

y={y1i""yM}'yey9 (2)
ne M =2 —— 11e KUIbKICTh BIATYKIB (KJIaciB), Kl MOTPIOHO OTpUMATH: MEPUINI BIATYK
— YM 33JI0BOJILHSIE TOTOYHE ITOBIJOMJICHHS BUMOTAaM, JAPYTHA — HE 3a/JI0BOJIBHSIE.

3BiJICH BUILIUBAE, 110 IIyKaHUH (IbTp — Lie 3a7a4a OiHapHoi kiacudikamii: ¥ = {0, 1}
[5].

OTtxe, Moaenb GuIbTPa MOBIAOMIIEHB 70 BHECEHHUX 3MiH MOXHA OMMCATH TaKUM
CIOp’€EKTUBHHM, aJie HE 1H €KTUBHUM, BITOOPAKEHHSIM:

f:X Y. (3)

306ip i mIATOTOBKA HABYAaABHUX KOPIIYCiB IIOBIAOMAECHB

Jlns 300py naHuX Ui HABYaHHS OyJI0 BUKOPUCTAHO OJIMH 13 HAlOUIbIINX BeO-cep-
BiciB Ay po3MiieHHs [T-mpoekTiB 1 CHiNBHOI pO3pOOKK MPOTrpaMHOro 3abe3medeHHs
GitHub, B 0CHOBI SIKOT0 JIEXKUTH BiJloMa cucTemMa KOHTpoIIro Bepci Git. Lleit BeOG-cepnic
Mae crielialbHUN MporpaMHUi iHTepdeiic A 3acToCyHKiB, akuii HazuBaeThest GitHub
REST API [6]. Tak sk goCHiIXKEHHS OB’ S3aHE 3 MEPEBIPKOIO 3MICTY IOBIIOMJICHB
(commit messages) npo BHeceHi 3minu (differences, ckopoueno «diffs») ays cucrem KoH-
TPOJIIO BepCiii, 3Ha00MIMCs Taki 1HTepdeiicH:

1) oTpuMaHHS NepesiKy peno3uTopiiB (MIPOEKTIB);

2) oTpHMMaHHS NOB1IOMJIEHD J]O BHECEHUX 3MIH JIJIsl KOKHOTO PErnO3UTOPIIO.

Hageneni Buiue cepsicu matots Ti1 GET http-3anuty, noBunHi popmyBaTu Ta re-
penasatu Ha cepBep BianoBigHi GET-napamerpu ta http-3aronosku. Y cBoro uepry, Bij-
MOB1/Ib BiJl CEPBICIB HAAXOIUTh Y TEKCTOBOMY (hopMaTi cTpyKTypoBaHux qaHux JSON.

Vka3zani B Tab. 2 http-3anuTu MaroTh 0JJHaKOB1 HaOopwu http-3aroyoBkiB, a came:

1) 'Accept”: 'application/vnd.github+json' — Tun BiAMOBiAl BiAg MPOrpaMHOro iH-
tepdeticy GitHub REST API;
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2) 'Authorization': 'Bearer [token]' — aBTopu3aist kopuctyBaua API, e token —
crieniajJbHUN HaOip CUMBOJIIB, SIKUI MOXKHA 3T€HEPYBATH B HAJIAIITYBAHHAX KOPUCTYBada

BeO-cepaicy GitHub;

3) 'X-GitHub-Api-Version: '2022-11-28'

BepCis TMporpamMHOTO iHTEpdeicy

Taomuus 2. OcobnmuBocTi cepBiciB nporpamuoro intepgeiicy GitHub REST API

GET-napamerpu

«Kopucni» moJs pis
JOCJiIKeHHS

since — mapamerp, 3Ha-
YEHHsI SIKOTO NOBHHHE OyTH
IIIJIMM YHCJIOM Ta BiIIOBIIaE
iIeHTH]IKATOPY pPEro3uTOo-
pisi. Bin He € 0060B’I3KOBHM.
Slkuio ueit napamerp npucy-
THiH, TO y BiAmoBizai Oye mo-
BEPHYTO HEPEIIK PEro3uTOo-
piiB, ineHTH]iKaTOPH SKHUX
OUTBINI 3a BKa3aHUU y mapa-
MeTpi

id — ineHTudikarop penosu-

TOPIIO;
full_name — Ha3Ba peno3u-
TOpIIO;
description — geranbHUi

OITHC PENO3UTOPII0

GitHub REST API.
Ne
Hasl.sa URL-nocuiianus
cepsicy
1 || Orpumanns https://api.github.c
nepeniky pe- || om/repositories
MIO3HUTOPIiB
2 || Orpumanns https://api.github.c
noBioMiaeHs || om/repos/[full_na
JO BHeceHuX | me]/commits?per
3MiH JJs KOoX- || page=100,
Horo pemosu- || me full name —
TOPIlO Ha3Ba PEMO3MTO-

pito 3 myHKTY Ne 1

per_page — KUIbKICTb TOBI-
JIOMJICHB TIPO BHECEHI 3MIiHU
y BIJIOBIJi HA OJWMH 3aIWT.
Heo0OoB’s13k0BHUiT  TapaMeTp.
3a 3aMOBYYBaHHSIM BCTAaHOB-
neno 30 moBigoOMIIEHD

sha — cuMBOJIbHA [TOCIIIIOB-
HiCTh (BiIOMTOK) TOBiAOM-
JICHHS TIPO BHECCHI 3MiHH, 3
AKOTO TOTPiOHO MOYMHATH
MOIITYK

sha — cuMBOIBHA TOCITIOB-
HICTBh (BIIOWTOK) MOBIIOM-
JICHHS TIPO BHECCHI 3MiHHU;

message — TIOBIIOMJICHHS
Mpo BHECEHI 3MiHH. 3Haxo-

muteest B JSON-00’ekTi
«commity;
date — nara Ta 4Jac, Koiu

Oyiy BHECEHI 3MiHH JI0 pemo-
3UTOPIf0. 3HAXOIWTHCS B
JSON-06’ekTi «author,
SIKUH, y CBOIO Yepry, po3Mi-
menuit 'y JSON-06’exTi
«commity;

sha 3 JSON-macuBy parents
— CHMBOJIbHA IIOCJIiIOB-
HicTh (BiIOWUTOK) ITOBIJOM-
JICHHS ITPO BHECEHI 3MiHH I10-
MEPEIHIX BHECCHUX 3MiH

[Ticnst 3aBaHTa)keHHS 0yJI0 BUKOHAHO PyYHE MapKyBaHHS LIUX JaHUX, TOOTO BiHE-
CEHHs KOJKHOT'O TIOBIJTOMJICHHS /10 BIAMOBIIHOTO KJIacy 3TiHO 3 mpaBujoM 2.1. Tak sk
TaKWUi Mpoliec TOBrOTPUBATIUH, TO Y Iill pOOOTI BUKOPUCTOBYETHCS 8 THC. MOBIIOMIICHb

3 1 MJIH. 3aBaHTaXKCHHUX.

[Ticnst aHani3y mpoMapKOBaHUX OMMCIB BHECEHUX 3MiIH OyJi0 3p00J€HO BUCHOBOK,
1110 JaHi € HepiBHOMIpHUMHU. B oTpruMaHiii BubipIi onucy, siki He BiiMOBI1IAIOTh TPABUITY
2.1, KUTbKICHO TIEPEBaKAIOTh MOBIJOMJICHHSI, SIK1 BiJIITOBIIal0Th BUMOTAM.

[lepen nogauero mMoBiioMIIeHb PO BHECEH] 3MIHM Ha BX1J1 TOCIIKyBaHUX HEUPOH-
HUX Mepex (TpanchopmepiB) Oyiio BUKOHAHO:

1) TokeHi3aliro MOBiAOMJICHb Ha HaBUaIbHINA BUOIpIIi [7];
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2) BEKTOpH3aIlil0 MOBIIOMJICHB JIMIIIE JJIsl OJHIET MOJIeNi Ha OCHOBI encoder-apxi-
TEeKTypH TpaHchopmepa, TOMY IO 1HIII MONEePeTHHO HABYECHI MOJIeJIi MalOTh BOY/I0BaHY
BeKTOpH3aIlito [8].

Mertoa 3a6e3m1e4eHHA AKOCTI KOMEHTAPiB AO BHECEHUX 3MiH
Yy BUXIAHHX TE€KCTAaX IIPOIPAM AAA CHCTEM KOHTPOAFO BEPCiii

B ocHoBy niepmioro ¢inbrpa (puc. 1) mokmnaaeHo Mojienb, mo0ya0BaHy Ha OCHOBI
«KJIacu4yHO» encoder-apxitektypu Tpanchopmepa (transformer-encoder). 1ls monens
CKJIQ/IA€THCA 3:

1) Tprox BaroBux mapis (weighted layers):

a) BxigHoro (Embedding) mapy;

0) omHOTO TpaHC(hHOPMEPHOTro OJIOKY, KU 3aCTOCOBY€E 0araTorojoBUil MeXaHI3M
yBaru 3 4 roj0BaMH Ta Ma€ MPUXOBaHUH I1ap po3mipoM 512 HEHpOHiB;

B) BuxigHoro Dense-mapy [9] 3 1BoMa HelipoHamu, SIKUH MMOBepTaTUME Oa’kaHUi
BiAryk (M =2);

2) mpomixknoro mapy 6e3 Bar (Global Average Pooling), skuii «kOHIEHCYE» BCIO
BXIJIHY TIOCJIIJIOBHICTh B OJIMH BEKTOP (hiKCOBAHOI JTOBXKUHHM JIJIS TIOJIAJIBIIOI TIepeiadi B
Dense-map [9].

TransformerEncoder

Embedding ——— » Dropout Activation: relu

Y

Global AveragePooling1D —® Dropout |—3

Dense
Activation: sigmoid

Puc. 1. Apxitekrypa, mo0y1oBaHa Ha OCHOBI encoder-4acTHHH «KJIACHYHOT0» TpaHchopmepa

Sk anroput™ ontumizaii Bar oopano AdamW [10], w10, y cBOIO Uepry, € aJropur-
MoM Adam 31 cieniaJIbHUM BaplaHTOM peryJisipu3aliii Ha OCHOBI MOHMKEHHs Bar (weight
decay). OOpaHuii anropuT™M JEMOHCTpY€ HIBHJIIIEC HaBYaHHS Ta Kpalle y3aralbHEHH:,
OCHOBHHMH KPOKAMH SIKOTO €:

1) inimiamizallis napameTpis:

a) BCTAHOBJICHHS MOYAaTKOBHMX 3HAu€Hb JUIsl apaMeTpiB Mozeni 0, (BeKTop Bar)
BUTIAIKOBUM YHHOM;

0) iHimiamizaiis MepIoro MOMEHTY (OIliHKa CepelHboro rpaigienra) my = 0 Ta
JIPyroro MOMeHTY (OLliHKa Jaucnepcii rpagienTa) vy = 0;

B) BCTaHOBJICHHS TillepriapaMeTpiB:

1 — WBHIKICTh HaBYaHHA (learning rate);

f1 T2 [ — KoedilieHTH 3racaHHs Ui NepUIOro Ta APyroro MOMEHTIB;

€ — Jlesike MaJie 3HaueHHs JuId 3aro0iraHHs AUICHHIO Ha HYJIb;

A — xoedirienT Barooro crany (weight decay);
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2) o0uMcIeHHs TpaieHTa: sl KOXKHOI iTepalii ¢ 00UMCIIIOETHCS TPaAieHT QYHKITIT
BTpaT:

ge = Vof(8), C))

ne f(0) — ue dhyHKILis BTpar; g; — TPaJi€HT Ui TIOTOYHUX APAMETPIB;
3) OHOBJICHHSI MOMCHTIB:
a) OHOBJICHHS MEPIIOTr0 MOMEHTY (OIlIHKA CEPETHBOTO I'PAJIIEHTA):

my = fimey + (1= B1)gs; Q)
0) OHOBIICHHS JAPYTrOT0 MOMEHTY (OIIIHKA JUCIIEPCii rpali€HTa):
v = Bove—r + (1= B2)g¢; 6)

4) KopuryBaHHS 3MIIIIEHHS MOMEHTIB: JUIS TOTO 00 KOMITEHCYBATH 3MIIIICHHS Ha
MOYaTKOBUX eranax (ockiabku my = 0 ta vy = 0), BinOyBaeThCs KOPUTYBAHHS:
m
b
1-p;

Ut
_— 8
5 ®)

o~

mg

(M

2

5) OHOBJICHHS MapaMeTpPiB 3 ypaxyBaHHSIM BaroBOTrO CIaay Ta aJalTUBHOI IIBU/I-
KOCT1 HAaBYaHHS

—~

my
1 VUt €
Jie BaroBuii crmag A0,_41 3aCTOCOBY€ETHCS OKPEMO BiJl OCHOBHOTO IIPOIIECY OHOBJICHHS Tpa-
nieHTa, mo pooutb AdamW BigMiHHUM Big kiacudHoro Adam;

6) NOBTOPEHHS KPOKIB 2—5 JIJIsl KOXKHOI 1Tepallii ¢, MOKU He Oy/1e TOCATHYTO 3yIHH-
KU (3aJIeKHO BiJ KITBKOCTI €mox abo KPUTEPiiB 3yMUHKN).

Jnst 3MEHIIIEHHST TIPOSIBY SIBUIIIA TIEpEHABUAHHS, BUKOPUCTAHO METOIH PETYJIIsIpH-
3amii;

1) BBeneHo noxarkosuii map Dropout 3 imoBipHicTIO 30 % — BUIIAKOBE BUKIIIO-
YEeHHS HEWPOHIB IIapy i3 3a/7aHOI0 WMOBIPHICTIO p MiJ Yac KOXKHOI iTepallii HaBYaHHS,
METOIO SIKOTO € TIePEIIKOKaHHSI CIUIBbHIN ajmanTailii Bar HEHPOHIB IIapy, SKa, Y CBOIO
4epry, NpU3BOIUTH 10 NepeHaByaHHs [11];

2) 10J1aHO METOJI PaHHBOI 3YITUHKH.

1006 iMIuIeMeHTYBaTH HaBEJACHY BHUIIE MOJAETIh OyJI0 BUKOPUCTAHO MOBY IpOrpa-
myBaHHs Python (Bepcii 3.11.12) Ta 3actocoBano 0i0mioreky TensorFlow (2.18.0). Y
TabJ1. 3 HaBeJIeHO MOPIBHSIbHY XapaKTePUCTUKY MK TensorFlow Ta IHIIMMU MOMYJISIp-
HUMH 010;T10TeKaMH JJIsI MAIIMHHOTO HaBYaHHS, TaKUMU K PyTorch [12], Keras [13] Ta
Scikit-learn [14]. KoxHa 13 nux 010;110TeK Ma€ CBOi yHIKAIbHI MOKIMBOCTI Ta MIXOAUTh
TSl pI3HUX THIIIB 3aBJaHb.

0 =0,-1 — + A0,_4 |, ©)

ISSN 1560-9189 PeecTpanis, 30epiranns i o0podka ganmnx, 2025, T. 27, Ne 2 43



B. O. Cemvoros, C. A. Ilozopinui

Ta6muus 3. Oco6nmuBocTi 010TI0TEK I MAIIMHHOTO HABYAHHS

XapakTepucruka TensorFlow PyTorch Keras Scikit-learn
Pik Bumycky 2015 2016 2015 2007
Google [HCTHTYT
Po3pobnuk Google Facebook (Meta) (miaMoay b Y
®pancya [lone
TensorFlow)
Python, C++,
Moga Java, G.O’ Python, C++ Python Python, C++
MpOTpaMyBaHHS JavaScript,
Swift
I'mu6oke HaB- I'mu6oke HaB- lnrepeiic ana | Knacuawi ML-an-
OcHOBHE o . . || TensorFlow/Bu- || ropurmu, perpe-
YaHHS, HEH- YaHHSI, HEUPOHHI . . o
BUKOPHUCTAHHS . . . COKOpiBHEBE cist, kracudikaris
POHHI Mepexi Mepexi AP
. Tak (miarpumye || Tax (GPU uepes Tak (gepe3 Jlume CPU (GPU
IlinTpumxa .
CPU/GPU GPU uepes CUDA) TensorFlow a6o MATPAMYETHCS
CUDA, TPU) Theano) 4yepe3 00TOPTKH)
Bucoxka Bucoka (auHami- Bucoka (3pyd- Cepenns (s
MoaysbHICTh (TensorFlow 2.0 || uHi oGuuncIOBa- Huit API moBepx TPaTUIIIAHUX
CHPOILEHHI) JIbHI Tpadn) TensorFlow) ML-Mozeneit)
o H1 (ane € dpyHk- Tax (ocHoBa Hi (nmokmnanae- .
Junamiyauii rpag i Eager Exe- PyTorch) TbCS HA Hi
cution y TF 2.0) Y TensorFlow)
IIpocroTa BigHocHo ckia- IIpocruii nist Hy>xe npocTuii Hyxe npocTuii
BUKOPHUCTAHHS JIHa, aje 3poc- | MpOTOTHITyBaHHS, | (BUCOKHMM piBeHb | (IS KIIACHYHUX
tae 3 TF 2.0 IHTYITHBHHN abcrpakiii) 3amad ML)
Bucoxa (Hu3s- | Bucoka (mpoctmii | O6mexena (Bu- | CepenmHs (30cepe-
I'ayukicte KA piBEHb KOHTPOJb Ha 00- COKHH piBeHb JUKEHA Ha KJTach4-
KOHTPOJIIO) YHCIICHHSAMH) abcrpakitii) HUX QJITOPHTMAaX)
. CratuuHi (ane € || Juramiudi (ctBo- || CtatmuHi (depe3
OO6uucmoBaIbHi . ) .
IUHAMIYHa prototecs mig gac || TensorFlow a6o Hi
rpadu .
MOJKJIUBICTb) BHKOHAHH) Theano)
Tak, BigMiHHA
Posnonaineni MiATPIMKA OoOMexeHa Uepes Hi
00YHCIeHHS (TPU, xnacre- HiITpUMKa TensorFlow
pu3attis)
. . Taxk Tax (uepe3
E;i?nrclia (1\;[.1.(;61%- (TensorFlow Hi TensorFlow Hi
pHcTp Lite) Lite)
TensorFlow
. HDF5
. SavedModel, TorchScript, ’ .
Excropt moneneit HDFS5, TF s, ONNX TensorFlow Pickle, ONNX
TF Lite SavedModel

Benuka, 6araTo

e Benuka crijb-
odimiiiHoi noKy- || Benuka, akTuBHA

CrisnpHOTa o . HOTa 4epe3 Hyxe Benuka aist
MEHTalii, maT- CHiJIbHOTA, Oa-
Ta pecypcH . . TensorFlow/ KknacuaHoro ML
pHMKa Bix raTo NpUKJIA/IiB
Keras
Google
Bucoka npoayk-
Ka fpoty Bucoka npoayxk-
IIpoAyKTHBHICTS THUBHICTB, 0c00- | Bucoka mpomyk- Bucoxka (uepes THBHICTS U1 Tpa:
pory JMBO Ha BenH- || TuBHiCTE Ha GPU TensorFlow)

numiiitnoro ML

KHX MOJEIISIX
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Airbnb)

XapakTepucTHKA TensorFlow PyTorch Keras Scikit-learn
[[Iupoko BUKO-
PHUCTOBYETHCS, BuxopucroBye- [[Iupoxko BUKO- Hy>xe nomyisip-
Buxopucransas 0COOJIMBO y Be- || TBCS IS HAYKO- PHUCTOBYETHCA HUH Y HAYyKOBUX
B iHAyCTpil JIUKUX MPOEKTAX | BUX AOCHTIDKEHB i TS IIBUIKOT IOCHIIKEHHSX 1
(Google, Uber, || mpoToTHITyBaHHS pO3pOOKH cTapramnax

Jnst moOy 0B HACTYIMHUX (QUIBTPIB OYyJIO 3aCTOCOBAHO BUCOKOPIBHEBI OOTOPTKH 3
6i0miorexu TensorFlow, siki 0a3yroTbcs Ha TpaHC(HOPMEHHX MOJENSX IHIIMX THIIB, a
came: BERT [15], RoBERTa [16], DistilBERT [17] ta XLM-RoBERTa [18]. OcHOBHi
0COOJMBOCTI IIMX MOJIEJIeH HaBeIEeHO B TabI. 4.

Tabmums 4. 3aranpHa NOPIBHAIBHA XapaKTEPUCTHKA TPAaHC(HOPMEPHUX MOJEIeH

XapakTepucTuka BERT RoBERTa DistilBERT XLM-RoBERTa
o | oy |
[loBHa Ha3Ba Representations Optimized BERT | . 0104 BERT Cross-lingual
Pretraining RoBERTa
from A h
Transformers pproac
. HB? HaripAmie- IMoxpamennii CHpOmeHm./I MybTUMOBHUI
ApXIiTeKTypa HUH TpaHCcop- BERT (MeHIIe mapis) RoBERTa
mep (Encoder) BERT
Posmip ~110 MITH ~125 MITH ~66 MITH ~270 MITH
mapaMeTpiB mapaMeTpiB mapaMeTpiB mapameTpiB
[MigTprMKa MOB AHTrIIACHEKA AHTrITACHEKA AHrmnceka Binenre 100 moB
Bimpmmiit koprmyc:
Jaui mst BooksCorpus Ta CommonCrawl, Te came, 110 CommonCrawl
HABYAHHS Wikipedia WebText, CC- BERT (6inpre 100 MoB)
News
MackyBaHHs MackyBanHs To- || JluHamiune macky- | Te came, mo B Te came, 1m0
(MLM) keHiB (15%) BaHHs BERT RoBERTa
NSP (Next
Sentence Tax Hi Hi Hi
Prediction)

VY po6oti BuKopucToBy€eThes 16 monepe1Hp0 HaTPEHOBaHUX MOENEH, iK1 Oy J10-
HaBYEH1 Ha KOpITycax IMOBIJJOMJIEHb /10 BHECEHUX 3MiH, 310paHuX 3a I0IIOMOI'0I0 CEPBICiB
GitHub REST API. Takum unHOM, CTBOPEHO TaKOX LIICTHAALUSTH (PUILTPIB ONMUCIB BHE-
CeHMX 3MiH. [[aHi o0 IXHIX mapaMeTpiB 3BeICHO B Ta0JI. 5, apXiTeKTypy 300pa’keHO Ha

puc. 2.
Tabauns 5. OCHOBHI MapaMeTpH MONEPEIHFO HATPCHOBAHMX MOJICIICH
Ha3sBa mopei Kinbkicts || Hapu | To- Po3mip Moga 306epe-
napaMer- JI0BH BeKTOpa JKEeHHSI
piB, MJTH O3HAK pericTpa
JiTep

bert tiny en uncased ~4 2 2 128 Amnriiicbka Hi

bert small en uncased ~29 4 4 256 AHrniiicbka Hi

bert medium en uncased ~42 8 8 512 AHrniiiceka Hi
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B1okH KoAyBaIbHKKA TpaHchopMepa (XIN)

i 3
BaraToronosa TIpsve 3'egHaHHA
CaMOyBara (Feedforward)
(Self-Attention) intermediate dim

\
~

A
\‘\

bert base en uncased ~110 12 12 768 AHrTchKa Hi

bert base en ~110 12 12 768 AHrTchKa Taxk

bert _base multi ~110 12 12 768 Binmpmre Tax
100 moB

bert large en uncased ~340 24 16 1024 AHTITChKa Hi

bert large en ~340 24 16 1024 AHrTCbKa Taxk

bert tiny en uncased sst2 ~4 2 2 128 AHTITChKa Hi

roberta base en ~125 12 12 768 AHTITChKa Taxk

roberta large en ~355 24 16 1024 AHTITChKa Taxk

distil bert base en uncased ~66 6 12 768 AHTITChKa Hi

distil bert base en ~66 6 12 768 AHTITChKa Taxk

distil bert base multi ~134 6 12 768 Bimpmre Tax
100 moB

xlm_roberta_base multi ~270 12 12 768 Bimpre Tax
100 moB

xlm_roberta_large multi ~550 24 16 1024 Binmpmre Tax
100 moB

Bxigni ToreHH
Y
[TTap BOYVI0BYEaHB
(Embedding layer)
h 4

Hopmamisaljis mapy
Ta 3AMHILKOB] 3B 93KH

[Tap arperariii ato suxig [CLS]-TokeHa

l

[limpHHE Wap(H)
0715 KitacH ikartil

Puc. 2. Y3aranpnena apxitekrypa moneneid BERT, RoBERTa, DistilBERT ta XLM-RoBERTa

Huxde HaBeq€HO MOSCHEHHS 10 IMMO3HAaYCHb, BUKOPUCTAHUX Y Tabm. 5:

1) Ha3zBa Mojeni — 1€ MKPPEeHMBOPKOBI CTaH/IapTU30BaH1 MO3HAYEHHS apXITEK-
Typ 1 KoHirypauiit TpancpopmepiB. Bouu BuxkopucroBytotscs B TensorFlow, PyTorch

Ta IHIKX 010/Ti0TEeKaX;

2) KIUJIBKICTh MapaMeTpiB — II€ OPIEHTOBHE 3HAYEHHS, K€ BU3HAYa€ CKJIAIHICTb

MOJIeJI1 Ta BIUTUBAE HA ii MPOIYKTUBHICTH 1 00CST mam’sTi;

3) mapu / roI0BH — XapaKTEPUCTUKU MOJIENI, SIKI BU3HAYAIOTh ITTMOMHY Ta 3/1aT-

HICTb 10 OOPOOKU KOHTEKCTY;

4) po3Mip BEKTOpa 03HAK — I1€ IOBKMHA BEKTOPHOTO MPEICTABICHHS KOKHOTO TO-
KEHa Imicyisi 00poOKM Ha KOKHOMY Iapi TpaHchopmepa;
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5) MoBa — Ha3Ba MOBHU (HaOOpY MOB), Ha SIKUX TPEHYBaJIacsl MOJIEINb;

6) 30epexxeHHs pericTpy JiTep — IHAUKATOP, SIKAW 03HA4a€, 110 BCSA TEKCTOBA 1H-
dbopmMartist mepes; 00pOOKOI0 MPUBOIAUTHCS 10 HIXKHBOTO pericTpy (lowercase).

OcnoBaumu enemenTamu apxitektypu mojeneir BERT, RoBERTa, DistilBERT Tta
XLM-RoBERTa €:

1) BXiJHI TOKEHH — TIOCJIIIOBHICTh BX1THUX €JIEMEHTIB (TOKEHIB), OTPUMaHUX IIi-
CJIsI TONIEPETHROT 0OPOOKH TEKCTY (TOKEHi3allii);

2) map BOynoByBanb (Embedding layer) — 11e map, 1o nepeTBopro€e KOKeH TOKEH
y BIJINOBITHUI BeKTOp NeBHOI po3mipHocTi (hidden size), sikuii ciryrye 4ncioBUM MOJIaH-
HSIM 3HA4YCHHsI Ta MO3UIIil TOKEHa;

3) G1oku KoyBaJIbHUKA TpaHChopMepa (XN) — OCHOBHA YaCTHHA MOJIETII, sika Mic-
TUTh N oHakoBUX OJ0KiB. KokeH OJI0K BKITIOUAE TP KITFOUOBI KOMIIOHEHTH:

a) OGararoroyioBy camoyBary (Multi-Head Self-Attention) — 1e mMexaHi3M, SKHN
JIO3BOJISIE MOJIENI OJTHOYACHO 3BEPTATH yBary Ha Pi3HI YaCTMHM BX1JHOI MTOCIITIOBHOCTI,
MOPIBHIOIOYH KO>KEH TOKEH 3 yCiMa 1HIINMU;

0) npsime 3’eqnanns (Feedforward layer) — HelpoHHY Mepexy, siKa 3aCTOCOBYE-
ThCSI 10 KOKHOT'O TOKEHA OKPEMO, Ma€ OJIHY MPUXOBaHY (MPOMIDKHY ) TPOEKIIII0 PO3MIpOM
intermediate_dim (manpukian, 2048 y BERT-base), mo mg03Bossie Mojeni Kparie Bupa-
JKaTH CKJIaJH1 3aJI€KHOCTI;

B) HOpMaJIi3allilo mapy Ta 3aJUIIKOBI 3B’ I3KM — MEXaHi3MH, SIKi CTa01Ti3yI0Th HaB-
YaHHS Ta MPHUIIBUIIYIOTH HOr0. 3aMHUIIKOBI 3B’ 13KH JOMIOMAraloTh YHUKHYTH BTpaTH iH-
dbopmartii, a HOpMaizamiss — 3MEHIIY€E 3aJIS)KHICTh BiJl MACIITa01B BX1THUX JIaHUX;

4) map arperaitii abo Buxia [CLS]-Trokena — ertar, Ha skoMy GOPMY€ETHCS MiICyM-
KOBE IOIaHHSI BCI€T MOCIIJOBHOCTI. 3aJIe)KHO B1Jl apXITEKTYPH, 3aCTOCOBYEThCS OJUH 13
BapiaHTiB:

a) CLS-tokeH — crieniaabHUI TOKEH, sIKUM arperye iH(opMallio 3 yciel mociioB-
HocTi (BukopuctoByeTbesa B Moaensax: BERT, DistilBERT, RoBERTa);

6) Pooling (ycepenHeHHs/MakCUMyM) — arperyBaHHsl O3HAK yCiX TOKEHIB (BHKO-
puctoByeThcs B Moaeni XLM-RoBERTa);

5) mineHui (Dense) mrap abo KijbKa mapiB it Kiaacudikariii —— oJuH ado KijabKa
noBHO3B s13HUX (Dense) mapiB, siki IepeTBOPIOIOTH BUXiA 3 TpaHCchopMepa HA KOHKPET-
HUI IIPOTHO3.

Jlo Toro , 17151 HaBYaHHS MoJienei 0yJi0 3aCTOCOBaHO METOI0JIOT IO, 110 6a3Y€EThCA
Ha OCHOBI IePeBIPOYHOI MiAMHOXKUHHU. BoHa mossirae y Tomy, 1110 Bech JOCTYITHHUI Ha01p
MapKOBaHHUX JAHUX MOAUTIETHCSA Ha TaKi YaCTUHH, 1II0 HE TIEPETHHAIOTHCS, a caMe: 3 Ha-
BYAJIbHOT MHOXKMHHU (training set) 6yno BuzauieHo 20 % Ha nmepeBipoYHy MIIMHOXUHY
(validation subset), a pemty — a1 TpeHyBaHHS Mojeei-kanauaaTis [19].

Cepenosuiiem aJig HaB4aHHs Oyso oopaHo Google Colaboratory [20], Tomy 1110
BOHO Ha/1a€ KOPUCTYBaYeBi (JIOCIITHUKY, PO3POOHUKY) «B XMapi» anapaTHi pecypcH Tex-
nHosiorit GPGPU Ta TPU, a Takox B HhOMy MO>XKHa 3aCTOCOBYBAaTH BC1 HaBejleH1 010110~
TEKHU Ul MalllMHHOTO HaBYaHHS. Tak sk B poOOTI MPUCYTHI MOJEN, SIKi MalOTh Oiiblie
100 mu1H mapameTpiB, — ICHYe TTOTpeda B 3HAYHUX OOYHCITIOBATLHUX pecypcax (mpoire-
COpPHOMY Yaci Ta 0COOJIMBO MaM’sIT1) Ui iXHBOTO TpeHyBaHHs. Taki pecypcH Hajae rpa-
¢biunuit aganrep NVIDIA A100, sxwii € onanM 13 Haitbutem notyxauX GPU, po3po0ie-
HU U1 o6umuciiens y chepi rmmbokoro HaBuaHHs, HPC (BHCOKONPOYyKTHBHUX 00UYHC-
neHb) 1 xmapHux oOuucienb. lleit GPU wacto BukopucroByetbesi B Google Colab
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Pro/Pro+, AWS, Azure, NVIDIA DGX-cucremax, a Takox y cynepkomi orepax. Oc-
HOBHI ITapaMeTpH HaBEJEHO B Ta0II. 6.

Tabmuig 6. OcHoBHI mapametpu rpadiyamii agantepa NVIDIA A100

IIapamertp 3HaveHHs
ApxitekTypa NVIDIA Ampere
Kinbekicts ssnmep CUDA 6912
KisIpKicTh TEH30pHUX siziep 432
ITam’ate 40 I'b

VY nonmatoxk 1m0 BUIIE3a3HAYEHOTO, MiJ Yac BHKOpHUCTaHHS Tuiatrgopmu Google
Colab Oyno BUSBIEHO HU3KY il IIepeBar, 110 3a0€3M1eYy0Th €PEKTUBHE CEPEAOBUIIE JIIS
PO3pOOKHM Ta HaBYAaHHS MOJEJIeH MalllMHHOTO HaBYaHHS, a caMe:

1) noctyn no BucokonpoayktuBHuX rpadiyaux (GPU) i renzopuux (TPU) mporre-
COpiB: BUKOPUCTaHHS allapaTHOrO MPUCKOPEHHS 3HaAYHO CKOPOUYY€E yac TPEHYBAaHHS MO-
Jieneii rITMOOKOro HaBYaHHS;

2) xmapHa iHdpactpykrypa: Google Colab ¢pyHkiionye y Beb6-Opaysepi, 0 yCy-
Ba€ HEOOXIIHICTh BCTAHOBJICHHS CIEIiaJbHOTO MPOTPaMHOTO 3a0€3MeYeHHs Ha JIOKaJIb-
HUI KomI’toTep. Yci 00UnCIeHHs] BAKOHYIOThCS Ha cepBepax Google, a 30epexeHHs 1a-
HUX 1 poOOYMX JOKYMEHTIB 31HCHIOETHCSI aBTOMATHYHO Y XMapHOMY cXoBuilli Google
Drive. lle noneruye kepyBaHHs IPOEKTAMHU Ta JJOCTYII 10 HUX 3 PI3HUX IIPUCTPOIB;

3) interpamis 3 iatdopmoro GitHub: Colab no3Bossie HampsiMmy BiIKpHBaTH, pe-
JaryBaTu Ta 30epiraTi BUXIIHUH Koj, po3MmileHui y penosuropisx GitHub, mo copo-
IIy€ KOHTPOJIb BEPCii 1 CMUIbHY PO3POOKY POrpaMHOTO 3a0€3eUeHHS;

4) 3pyuHi 3aco0u cninbHOI poboTH. 3a aHanorieto 3 Google Docs, KopucTyBadi MO-
KYTh JUTUTHCS CBOIMH MPOEKTAMH 4Yepe3 MOCWIIaHHS, HaJal0ud IHIIMM KOPUCTyBadaM
MOJJIMBICTh HeEperisay abo penaryBaHHS B peXHMI peaibHOro yacy. Takuil miaxin
crpusie epeKTUBHIN KoMaHIHIIl poOOTi, 0COOIMBO Y HaBUAIbHUX a00 HAYKOBO-10CIi-
HUX TPOEKTAX;

5) monepeaHHO BCTaHOBJEHI 010Ti0TekH Al MamMHHOTO HaBuaHHs: Colab nanae
BOY/IOBaHy HIATPUMKY HalOUIbII MHOLIMpPEeHUX O010710TeKk, Ha Kmralt, lensorFlow,
Keras, PyTorch, Scikit-learn, Pandas, NumPy tomo. Lle 103Bojsie MUTTEBO pO3MOYaTH
peaizailiro mpoeKTiB 0€3 J0/IaTKOBOI MiATOTOBKU CEPEIOBHUIIA;

6) 1HTepaKkTHBHE NPOrpaMHE CepeloBHILE Ha OCHOBI Jupyter Notebook: nnatgop-
Ma TATPUMYE TIOKPOKOBE BHKOHAHHS Python-cuieHapiiB, M0JaBaHHS TEKCTOBHUX ITOSIC-
HEeHb, rpadikiB 1 Bizyamizaliil, mo 3abe3neuye 3pyyHICTb Y JOCTIKEHHI TaHUX Ta €KC-
NepUMEHTaIbHIN po3po01l Mojeneit;

7) MyJIbTHUMOBHA MiATPUMKA: HE 3Ba)KAl04YM Ha T€, I110 OCHOBHOIO MOBOIO IpOTrpa-
MyBaHHS € Python, Google Colab Takox 103BOJIsi€E BAKOHAHHS CLIEHAPIiB 1HIIUMU MO-
BaMH, TakKUMHU K R, JavaScript, SOL To110, 1110 PO3LIMPIOE chepy 3acTOCYBaHHA IIaT-
dopmr;

8) miaTpumka 3aco0iB A Bizyanizauii ganux: Colab cymicHuil 13 0i6mioTekamMu
Matplotlib, Seaborn, Plotly Ta iHIIMMHU, IO JAa€ 3MOTY CTBOPIOBATU SKICHI rpadiku Ta
niarpamu 6e3mocepeHbO B CEPEAOBHUIII OIOKHOTA;

9) MOXJIHMBICTh TPUBAJIOTO HABUaHHS Mojejeil: 1atdopma miaTpumye Oesrie-
pepBHE BUKOHAHHS 0OYHMCIICHb MPOTATOM TPUBAJIOTO Yacy, 10 € BaXKIMBOIO I1EPEBArOI0
M1]T Yac HaBYaHHS CKJIQJHUX MOJIENIEH, SIK1 TOTPEeOYIOTh 3HAYHOTO 00CSITY OOUYUCIICHb.
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Omninka MeToAy 3a0e311eUeHHA AKOCTI KOMEHTapiB

JInst OIiHKHM SKOCT1 3a0e3MeUeHHs] KOMEHTapiB 10 BHECEHUX 3MiH CHUCTEM KOHT-
POJIIO BepCiii BUKOPHCTAHO Taki MeTpUKH [ 14]:
1) mosist mpaBWIIBHKUX BiATOBineH (Accuracy):

P ~ TP + TN
CUracy = P Y TN+ FP + FN’

ne TP (True Positive) — BipHi TO3UTHUBHI BIAMOBII;

2) TN (True Negative) — BipHi HeratuHi Bianosinai; FP (False Positive) — HeBip-
Hi mo3utuBHI Binnosini; FN (False Negative) — HeBipHI HeraTuBHi BiAMOBII.

3) moJis BipHUX MO3WTHUBHMX BIATOBIACH cepen yCix MO3UTUBHUX BIIOBIIEH Kia-
cudikaropa (Precision):

(10)

P ision = e : (11)
recision = TP+ FP
4) o BipHUX CIIpAIfOBaHb Ha MO3UTUBHUX 00’ €KkTax (Recall):
TP
Recall = TP+—FN, (12)

5) cepenne rapmosniitne (F1-score):

P Precision - Recall (13)
L™ % precision + Recall’

Xoua BapTO BpaxyBaTu, 110 I (iabTpa MOBIJOMIEHB PO BHECEH] 3MiHH BaXJIU-
Bilma came noBHOTa (Recall), ToMy 110 Kpalie BiIXHIUTH MTOBIIOMJICHHS Ta TIOPEKOMEH-
JTyBaTH pOo3pOOHUKY JIOTIOBHUTH ioro abo nepedpasyparu.

OTxe, pe3yabTaTH poOOTH CTBOPEHUX MOJIEIel HaBeJIeHO y Tall. 7.

Ta6muus 7. TlopiBHsIHHS e(eKTHBHOCTI MOOYA0BaHUX MOENEH
JUIsl iMIUIEeMEeHTaLi1 QiJIbTpa MOBiIOMIICHB PO BHECEH] 3MIHU

Ne Mopens Po3mip Accuracy F1-score Yac HaBYaHHSHA
3a/n naKera

1 transformer-encoder 128 0.819 0.691 29 cex

2 bert tiny en uncased 128 0.814 0.689 2 xB 52 cek

3 bert small en uncased 128 0.199 0.166 6 xB 30 cex

4 bert medium en uncased 128 0.801 0.445 10 xB 35 cex

5 bert base en uncased 64 0.201 0.167 24 xB 14 cex

6 bert base en 64 0.801 0.445 24 xB 6 cex

7 bert base multi 64 0.801 0.445 24 xB 4 cex

8 bert large en uncased 16 0.799 0.444 1rom 15 xB 51 cex
9 bert large en 16 0.801 0.445 1 ron 14 xB 9 cex
10 bert tiny en uncased sst2 128 0.802 0.648 3 xB 5 cex

11 roberta base en 64 0.801 0.445 27 xB 40 cex

12 roberta large en 16 0.801 0.445 1ron 18 xB 9 cex
13 distil bert base en uncased 128 0.799 0.444 12 xB 39 cex

14 distil bert base en 128 0.799 0.444 12 xB 6 cex

15 distil bert base multi 128 0.799 0.444 12 xB 20 cex

16 xIm roberta base multi 64 0.801 0.445 25 xB

17 xlm_roberta large multi 16 0.799 0.444 1 rox 18 xB 32 cex
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VY mporieci HaBYaHHS MOJIeNIel BUHUKIIA HEOOX1IHICTh KOPUTYBAaHHS pO3Mipy Ia-
kerta (batch size — o0csT gaHuX, M0 OOPOOIAETHCS MOACIIIIO 32 OJIHY ITEPAIlito IMiJT Yac
TPEHYBaHHS ), OCKUTbKU 00paHi MO/IEN XapaKTepH3yIOThCs 3HAYHOIO KIIBKICTIO ITapaMeT-
piB, III0 YHEMOYKITUBIIIOE iXHE TIOBHE 3aBAHTAXECHHS B JOCTYITHY IIaM’ITh TpagivHOro ajar-
tepa obcsirom 40 I'b.

Bucuaosxku

3anpornoHoBaHO HU3KY MiAXO/IB 0 peaizarii (uTbTpailii HoBiIOMIICHb 11010 BHE-
CEHUX 3MiH, III0 CTAHOBUTH OJIMH 13 €TalliB MPOIleCy aHali3y, 00poOku Ta GopMyBaHHS
BXIJTHUX JaHUX. 3a3Ha4eHUN (DUIBTP CIyrye MiATOTOBYMM KOMIIOHEHTOM JJIS TI0JajTb-
IOTO 3aCTOCYBaHHS METOJY, 3[aTHOTO TeHEPYBAaTH MOBIIOMIICHHS PO 3MiHU Ha OCHOBI
UX JaHHUX.

3nificHeHO MOPIBHSJIBHUHN aHaii3 MpoBinHUX Mojenei cimeiictBa BERT (30kpema,
BERT, RoBERTa, DistilBERT i XLM-RoBERTa), a Takox criemiaiizoBaHoi MOeIIi, 10-
OyZI0BaHOI HA OCHOBI TPAIUIIIITHOT KOAYBAIILHOI apXITEKTYpH TpaHChopMmepa.

Buxonano ominky modyaoBanux (GinpTpiB 3a0€3MEYEHHS SIKOCTI OIKCIB JI0 BHECE-
HUX 3MiH. 3 TaOIUI pe3yabTaTiB (qUB. TabM. 7) BUIHO, 1110 HAMKpaIlli pe3yIbTaTH MAIOTh:
transformer-encoder  (TOYHICTH 81,9 %, cepeHE  TapMOHiiiHe 69,1 %),
bert tiny en uncased (tounicte 81,4 %, cepemne rapmoniiiHe 68,9 %) Ta
bert tiny en uncased sst2 (Tounicts 80.2 %, cepeane rapmoHniiine 64,8 %).

[Moxkazano, mo cepenosuiie Google Colaboratory € HOTY>KHUM IHCTPYMEHTOM JIJIs
IIBUKOTO MPOTOTUITYBAHHS Ta PO3POOKM MOJENei MAIIMHHOTO HaBUaHHS. 3aBISKU
cBoimM moxuuBocTsaM (GPU, TPU ta inTerpariii 3 XMapHUMH CepBICaMu) BiH CTa€ OJTHUM
13 HAlO1NTBIIT 3pYYHUX IHCTPYMEHTIB JAJISl CTYACHTIB, JOCIIIHUKIB Ta iIH)KEHEPIB Mporpam-
HOTO0 3a0€3MeueHHSI.
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