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Modern AI methods for detecting propaganda in text 
 

Propaganda is a key weapon of modern cognitive warfare, vividly illustrated 

by Russia’s war against Ukraine, where information manipulation has be-

come as strategically significant as military action. Propaganda’s subtle psy-

chological and linguistic tactics challenge traditional detection methods, de-

manding more sophisticated, context-aware technologies. This paper begins 

by reviewing supervised AI models, noting their dependence on expertly an-

notated corpora. Then, it outlines recent progress in unsupervised methods, 

showing how large language models (LLMs) can flag manipulative tactics 

with minimal labeled data while supplying human-readable justifications. Fi-

nally, three directions for future research are proposed: (1) reasoning lan-

guage models for stepwise analysis; (2) cos -t efficient multi-agent systems; 

and (3) hybrid frameworks that combine the first two. Advancing these meth-

ods offers a promising pathway for safeguarding democratic societies against 

evolving propaganda strategies. 

Keywords: propaganda detection; natural language processing; artificial in-

telligence; large language models; reasoning language models; multi-agent 

systems. 

 

Introduction 

Propaganda, as a phenomenon, has long captured the attention of scholars in various 

fields, including political science, psychology, sociology, and communication studies. 

According to Jowett and O’Donnell, propaganda can be defined as «the deliberate, sys-

tematic attempt to shape perceptions, manipulate cognitions, and direct behavior to 

achieve a response that furthers the desired intent of the propagandist» [1, p. 7]. In this 

sense, propaganda stands apart from mere persuasion by its top-down, often manipulative 

nature, and its focus on achieving very specific objectives aligned with the communica-

tor’s agenda. 

In modern times, propaganda has become one of the fundamental tools in geopoli-

tical and social conflicts, which is especially evident in the scope of Russia’s military 

invasion of Ukraine in 2014 and its subsequent full-scale war against the Ukrainian nation 

in 2022. Russian state-backed disinformation campaigns offer a striking illustration of  
 
© O. A. Boiko 

https://kpi.ua/contact


Modern AI methods for detecting propaganda in text 

ISSN 1560-9189 Реєстрація, зберігання і обробка даних, 2025, Т. 27, № 1        121 

how propaganda is deployed in an effort to undermine adversaries, destabilize societies, 

and push ideological narratives [2]. The «Russian War on Truth», as documented by the 

NATO Parliamentary Assembly, demonstrates how manipulative information strategies 

can erode trust in institutions, blur the line between fact and fiction, and increase social 

tensions [2]. Today, as societies become more interconnected, such propaganda cam-

paigns can be seamlessly disseminated through news outlets, social media, and other dig-

ital platforms. 

In response to these developments, the NATO Strategic Communications Centre of 

Excellence has emphasized the urgent need for proactive propaganda monitoring and de-

tection [3]. The possibility of leveraging Artificial Intelligence (AI) to address these chal-

lenges has gained substantial attention. In their recent report, Juršėnas et al. highlight the 

crucial role of AI in assisting analysts by automating key tasks such as identifying poten-

tially deceptive content for further review, tracking the dissemination patterns of disin-

formation, and analyzing text for sentiment, emotional tone, topic distribution, and sty-

listic markers commonly associated with propaganda [3]. 

However, this field presents some significant challenges. The language of propa-

ganda is often subtle and context-dependent, utilizing rhetorical and psychological meth-

ods that appeal to emotions. As described by Miller in his famous 1939 address at New 

York’s Town Hall [4], propaganda commonly employs such techniques as Name-Calling, 

Glittering Generalities, Transfer, Testimonial, Plain Folks, Card Stacking, and Band 

Wagon, all aimed at eliciting strong emotional responses rather than rational thinking. 

The inherent complexity of these strategies means that purely keyword-based or rule-

based detection approaches are typically insufficient. This complexity is discussed further 

in subsequent sections. 

In this paper, we present a comprehensive exploration of automated propaganda 

detection methods, tracing the evolution from conventional supervised learning tech-

niques to emerging unsupervised frameworks. We start by establishing a theoretical foun-

dation — drawing on seminal studies in rhetorical strategies and psychological manipu-

lation — to clarify how propaganda is defined and operationalized in both academic and 

real-world contexts. Building on this groundwork, we examine established detection 

methods that rely on annotated datasets and supervised models, detailing key tasks, 

benchmarks, and the architectures that have driven progress in this area. We then explore 

the emerging wave of unsupervised and large language model-based methods, underlin-

ing how GPT-like architectures can be adapted for these tasks, as well as identifying their 

current limitations. 

Finally, we evaluate future directions, particularly (a) reasoning-based GPT agents 

(e.g., OpenAI’s o3 model, DeepSeek R1), (b) multi-agent systems employing advanced 

prompt engineering and cost-effective models (e.g., GPT-4o mini), and (c) respective hy-

brid solutions, all of which offer a promising yet underexplored path forward. These di-

rections acknowledge and address some of the limitations of existing supervised ap-

proaches, such as the scarcity of open-access, reliably annotated datasets and the chal-

lenges in transferring real-world propaganda detection tasks into flexible, robust AI solu-

tions. In principle, by utilizing reasoning-oriented frameworks and/or multi-agent archi-

tectures, researchers could build systems better equipped to capture the nuanced, evolving 

nature of propaganda in a dynamic and context-sensitive manner. 
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Overview of Propaganda Detection Techniques 

Identifying propaganda requires a nuanced understanding of its distinct linguistic 

markers and the rhetorical devices that shape its persuasive power. In their study on the 

language of news media, Rashkin et al. (2017) note that propagandistic text can often be 

distinguished by certain linguistic anomalies, such as the frequent use of second-person 

pronouns, superlatives, and weakly subjective words [5]. In terms of rhetorical manipu-

lation, Clyde R. Miller’s classic work, introduced earlier, highlighted seven common 

propaganda devices, including Name-Calling and Card Stacking, which often appear in 

contexts aimed at manipulating an audience’s emotions [4]. These devices remain highly 

relevant in modern media, albeit in more sophisticated and digitally mediated forms. 

Contemporary research has extended these categorizations into broader taxonomies 

and more detailed typologies. An influential framework for propaganda detection was 

introduced by Da San Martino et al. [6], proposing analysis of news articles at a fine-

grained level by spotting textual fragments (or spans) that exhibit any of 18 specific pro-

paganda techniques (e.g., Loaded Language, Name Calling/Labeling, Appeal to Fear, 

Repetition, and Flag-Waving). Table summarizes a few common propaganda techniques 

and their characteristics with some real-world examples. 

In contrast to traditional document-level labeling, where entire articles are tagged 

as either «propaganda» or «not propaganda», fine-grained approaches aim to pinpoint the 

specific segments employing manipulative techniques [6]. This not only increases detec-

tion accuracy but also provides a degree of explainability that helps users understand why 

content has been flagged as propaganda. 

A practical challenge in implementing fine-grained detection is the availability of 

large, reliably annotated datasets. For news classification tasks, robust data corpora — 

such as the one presented by Horne et al. [7] — offer vantage points to study persuasion 

and misinformation across diverse outlets. However, systematically annotating large vo-

lumes of data for multiple nuanced propaganda strategies is labor-intensive. Annotation 

quality also tends to suffer due to the inherent subjectivity in interpreting rhetorical tac-

tics. Additionally, disinformation campaigns often combine truth with falsehoods to com-

plicate classification [7]. 

Another key challenge arises from the context-sensitive nature of propaganda, 

which frequently relies on references to existing social tensions or targeting a particular 

audience [6], [8]. For instance, Russian disinformation frequently draws upon local grie-

vances and illusions of moral superiority, as documented by Demeuse [2]. Detecting such 

tactics often requires not only textual analysis (e.g., sentiment or rhetorical structure) but 

also real-time contextual knowledge of ongoing events, prevalent narratives, and target 

audiences. 

In summary, modern propaganda detection builds upon traditional content analysis 

by employing computational methods to identify manipulative patterns in text. Key lin-

guistic indicators — ranging from emotionally loaded vocabulary to structural repetition 

and logical fallacies — form the foundational features for these methods. As detailed in 

the following sections, supervised learning approaches train models on annotated examp-

les of propaganda text to automatically detect these patterns, whereas unsupervised and 

large language model-based methods leverage pre-trained linguistic knowledge, signifi-

cantly reducing their reliance on labeled data. 
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Examples of propaganda techniques commonly found in text 

Propaganda Technique Description Example 

Loaded Language Use of emotionally 

charged words to influ-

ence opinion [8] 

«... his [Zelensky’s] unhealthy ambitions, 

which have been fostered by Western handlers 

…» — Maria Zakharova, briefing at the Rus-

sian Foreign Ministry, Moscow, December 25, 

2024. 

Name-Calling/Labeling Tagging a target with 

negative labels to inflict 

condemnation [4] 

«... Zelensky’s criminal illegitimate regime 

…» — Vladimir Putin, Results of the Year, 

Moscow, December 19, 2024. 

Appeal to Fear Instilling panic or anxiety 

to rally support [6] 

«They will undoubtedly try to bring war to Cri-

mea just as they have done in Donbass, to kill 

innocent people just as members of the puni-

tive units of Ukrainian nationalists and Hit-

ler’s accomplices did during the Great Patri-

otic War». — Vladimir Putin, address on Feb-

ruary 24, 2022, 06:00, The Kremlin, Moscow 

Repetition Repeating a message per-

sistently to embed it as 

truth [6] 

«His [Zelensky’s] drug dependency has be-

come quite apparent …» — Maria Zakharova, 

briefing at the Russian Foreign Ministry, Mos-

cow, December 25, 2024. 

Flag-Waving Evoking patriotism or 

group loyalty for support 

of some idea or action [6] 

«... it is our strength and our readiness to fight 

that are the bedrock of independence and sov-

ereignty and provide the necessary foundation 

for building a reliable future for your home, 

your family, and your Motherland». — Vladi-

mir Putin, address on February 24, 2022, 

06:00, The Kremlin, Moscow 

 

Supervised Learning Approaches 

Supervised learning has been the dominant paradigm for automated propaganda 

detection in recent years. In supervised settings, large collections of labeled examples — 

each indicating whether (and how) a particular text segment is propagandistic — are used 

to train classification models. Recent transformer-based architectures have demonstrated 

strong performance in propaganda detection tasks, especially when fine-tuned on domain-

specific datasets. Abdullah et al. applied RoBERTa-based models to detect propaganda 

techniques in English news articles, reporting an F1 score of over 60 % when classifying 

which of several persuasive tactics appeared [9]. In another study, Vysotska et al. com-

bined logistic regression, random forests, and multi-layer perceptrons with feature-engi-

neering methods (TF-IDF, Word2Vec) to identify propaganda in online messages, 

achieving accuracy scores of up to 99 % at the message level on specific datasets [8]. 

While such high accuracies can be partly attributed to domain-specific data and relatively 

controlled conditions, they underscore the promise of supervised classifiers. 

Another effective supervised strategy involves the use of ensemble models. By 

combining multiple classifiers, an ensemble can often achieve higher robustness and 
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accuracy than a single model. For example, Krak et al. (2024) developed an ensemble of 

recurrent neural networks for propaganda detection in Ukrainian content [10]. Their 

method trained several RNN models (bi-directional LSTM and GRU networks) on the 

same data and then either bagged (averaged) or stacked their predictions. The ensemble 

could output a predicted «propaganda intensity» score for a given text. Notably, they re-

ported an F1 score of approximately 97 % using a bagging ensemble of two RNN models. 

The diversity in the ensemble — where each RNN may capture different aspects of wri-

ting style or content — likely contributed to the high performance. The general finding is 

that neural ensembles tend to reduce errors by compensating for individual models’ lim-

itations. 

However, as highlighted by Szwoch et al. (2024), one of the primary challenges 

faced by studies in propaganda detection is the scarcity of fully open-access, reliably an-

notated datasets — especially for under-resourced languages where annotations are sparse 

and expert annotators are few [11]. Additionally, as Da San Martino et al. (2020) demon-

strated in their survey on computational propaganda detection, the behavior of malicious 

actors continues to evolve, increasingly employing the same advanced AI tools as their 

pursuers — for example, generating credible texts using generative pre-trained transform-

ers [12]. This evolution in tactics not only complicates the detection process but also wid-

ens the gap between controlled experimental settings and real-world scenarios. Further-

more, most supervised models act as «black boxes», providing high-level predictions 

without clarifying how or why the text is labeled propagandistic. 

In short, while supervised learning has provided a robust foundation for automated 

propaganda detection — demonstrating high accuracy in controlled environments — the 

approach is frequently hampered by the limited availability of comprehensive, openly 

accessible datasets. This limitation, as well as practical considerations of having a more 

robust solution to address evolving propaganda tools, has spurred interest in unsupervised 

methods, particularly leveraging the power of large pre-trained language models, as dis-

cussed in the next section. 

 

Unsupervised Learning Approaches 

Unsupervised approaches to propaganda detection seek to identify propagandistic 

content without explicitly labeled examples for training. A promising avenue in recent 

years is leveraging large language models (LLMs) like GPT-4 to detect propaganda 

through prompt-based analysis. These models are trained on vast corpora (in an unsuper-

vised manner) and encode a great deal of general knowledge and linguistic patterns. The 

idea is that by crafting the right prompt, one can use an LLM as an on-the-fly propaganda 

detector, even without fine-tuning it on a specific propaganda dataset. In essence, the 

LLM serves as a sophisticated, general-purpose classifier leveraging its extensive pre-

trained knowledge. 

Jones (2024) explored using prompt engineering with OpenAI’s LLM (the un-

derlying technology behind ChatGPT) to identify propaganda techniques in news articles 

[13]. In their approach, they designed a detailed instruction that explained the task to the 

model: the prompt included the previously mentioned 18 propaganda techniques defined 

by Da San Martino et al. [6], asking the model to identify which, if any, appeared in a 

given article. They tested their method by feeding articles from Russia Today (a known 

state-sponsored propaganda outlet) and articles from the SemEval-2020 dataset to the 
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GPT-3.5 Turbo model via the API and then analyzing the model’s responses. The LLM, 

in essence, was performing a form of unsupervised classification — it had not been 

trained specifically on labeled instances, but it was using its internal knowledge and basic 

reasoning to apply the definitions given in the prompt. 

The results from such studies are intriguing. GPT-3.5 Turbo was indeed able to 

output plausible identifications of propaganda techniques and even provide explanations 

for its choices. For instance, in Jones’ experiments, the model highlighted a Reductio ad 

Hitlerum technique in the text with the comment «The author suggests that the person is 

accusing the Republicans of being Nazis» [13, p. 6]. This aligns with another advantage 

of LLM-based detection: the ability to generate human-readable justifications. Jones 

qualitatively found that the model’s outputs often made sense and could help a reader 

understand why a piece of text might be propagandistic. This interpretability — essen-

tially the model performing a reasoning trace — is something traditional classifiers 

(which just output a label) do not provide. Such explanations can be valuable for trust and 

for refining prompts (e.g., noticing if the model is consistently misidentifying a certain 

technique and adjusting the prompt instruction accordingly). 

Sprenkamp et al. (2023) also conducted structured experiments with LLMs, apply-

ing GPT-3 and GPT-4 to the SemEval propaganda dataset using various prompt engineer-

ing and fine-tuning strategies [14]. They reported that GPT-4, when appropriately 

prompted/fine-tuned, achieved results comparable to the current state-of-the-art  

RoBERTa models. In other words, a sufficiently advanced LLM with the right guidance 

can match the performance of a dedicated classifier on multi-label propaganda identifi-

cation. This is an encouraging finding, suggesting that as the technology progresses, it 

may close the gap in this specialized task. 

In another comprehensive study, Szwoch et al. (2024) also evaluated GPT-4’s abil-

ity to perform propaganda technique detection and revealed further insights into the chal-

lenges [11]. They conducted experiments on the English SemEval-2020 corpus, on a si-

milar annotated corpus in another language, and on an unlabeled set of Polish news artic-

les to see how the model handles an under-resourced language. They also tried different 

prompting strategies, including adding chain-of-thought (CoT) reasoning in the prompt 

(instructing the model to think step-by-step) to see if it improved accuracy. Notably, one 

setting achieved a high precision of 81,8 % on identifying propaganda spans, but the recall 

was lower (below 10 %). Despite some encouraging partial metrics, none of the GPT-4 

attempts outperformed the supervised baseline’s F1 score. The best F1 they achieved was 

around 20 %, whereas a traditional supervised model’s F1 was about 50 % on that task. 

In other words, while GPT-4 and similar models are extremely powerful, their reasoning 

is not yet reliably on par with human annotators or well-tuned supervised systems for 

detecting propaganda techniques. That said, the authors remain optimistic that further 

advancements in LLMs could lead to better results, given that simply scaling these models 

has already produced notable improvements on a range of NLP benchmarks [11]. 

In summary, unsupervised methods for propaganda detection, especially those le-

veraging GPT-style large language models, are still «underexplored» [14] but are already 

an exciting frontier. Despite somewhat inconsistent results, they offer clear advantages, 

including minimal dependence on task-specific training data, multilingual flexibility, and 

the capability to generate explanatory outputs. As LLM technology advances (with im-

proved reasoning capabilities and longer context handling), we can expect continued 
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improvements in unsupervised propaganda detection. The next section delves into these 

prospects, examining the hypothesis that emerging reasoning-based AI agents and multi-

agent systems could dramatically enhance automated propaganda detection while man-

aging costs and complexity. 

 

Future Research 

Reasoning-based GPT Agents 

One promising direction is leveraging the newest generation of reasoning language 

models specifically optimized for complex reasoning tasks. Examples include OpenAI’s 

o1/o3, DeepSeek’s R1, Anthropic’s Claude 3.7 Sonnet, and others. These are cutting-

edge LLMs that have been refined to excel at multi-step reasoning, logic, and understand-

ing nuanced instructions. For instance, unlike standard LLMs that generate a response in 

one pass, OpenAI’s o1 employs a «long internal chain-of-thought» that helps it decon-

struct challenging steps into simpler components, identify and correct errors, and adapt 

by switching approaches when needed [15]. This iterative refinement significantly en-

hances its reasoning capabilities. The next OpenAI reasoning model, o3, showcased even 

greater performance, achieving about three times the score of the earlier model on an 

abstraction and reasoning corpus test [16]. 

In the context of propaganda detection, a reasoning-enabled agent could, for in-

stance, parse an article and logically examine the claims being made, the emotional tone, 

and the argumentative structure. In essence, such an agent can replicate the analytical 

processes employed by human experts when dissecting propaganda, carefully evaluating 

content step by step. We expect this to improve the detection of more subtle propaganda, 

which may require contextual interpretation and world knowledge to recognize. For in-

stance, identifying logical fallacies like «straw man» or «red herring» can be challenging 

— the model must recognize that the argument being refuted was never genuinely pre-

sented by the opposition (straw man), or that an irrelevant point has been introduced to 

distract (red herring). A reasoning-capable GPT agent might handle this better than a 

standard classifier by virtue of its iterative thinking. 

Additionally, for the task of automated propaganda detection, the reasoning agent 

could be prompted to evaluate content from multiple perspectives — such as the source, 

linguistic nuances, historical context, etc. — before concluding whether it qualifies as 

propagandistic. The reasoning approach also aligns well with the need for explainability: 

a reasoning agent can provide the steps it has taken (like listing suspicious rhetorical tac-

tics it spotted) which could be invaluable in a domain where just flagging content as prop-

aganda often demands justification. 

That said, reasoning-based models come with trade-offs. The chain-of-thought pro-

cess, while improving accuracy, introduces additional computational overhead and la-

tency. Each question or input takes longer to answer because the model is effectively 

doing more work under the hood (test-time compute) [15]. Another important argument 

is cost efficiency — for instance, the inference cost of the o1 model can be up to six times 

higher than that of GPT-4o and 100 times higher than GPT-4o mini [17]. 

Both these factors can make real-time or large-scale deployment more challenging, 

especially if using a very large and expensive model like o3. Furthermore, as an area of 

active research, ensuring the reliability of the reasoning — namely, that intermediate steps 

lead to correct conclusions and do not drift into errors or biases — remains an open 
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problem. Nevertheless, the trajectory is clear: future AI agents with advanced reasoning 

are likely to set new performance records in tasks like propaganda detection, where nu-

anced understanding is required. 

Multi-agent Systems with Prompt Engineering 

Another promising research direction envisions using a system of multiple collab-

orating AI agents — each based on a cost-effective language model — to detect propa-

ganda jointly. Rather than relying on a single monolithic model, the task is divided among 

specialized agents that communicate with each other. 

Multi-agent LLM systems have already started to appear in research for complex 

NLP tasks, including multilabel narrative classification and propaganda analysis, with 

promising results [18, 19]. The basic idea is to split the problem into sub-tasks, have 

different agents (which could be separate AI models or separate prompt calls to the same 

model) tackle each sub-task, and then combine their outputs. This approach resonates 

with methodologies such as the «Swarm of Virtual Experts» (SVE) proposed by Lande 

et al. [20], where the «swarm» is conceptualized as a collection of diverse responses and 

perspectives generated by LLMs acting as virtual experts. In such a model, each query, 

potentially varied in its formulation or targeted at different LLM instances, contributes an 

«expert opinion» thereby leveraging the probabilistic nature of LLMs to achieve a more 

comprehensive analysis. 

The multi-agent approach is especially relevant when considering cost-effective 

models like GPT-4o and GPT-4o mini, which have been optimized for lower cost and 

faster inference, though with some trade-offs in peak capability. As noted earlier, infer-

ence using these models can lead to up to a 100-fold cost reduction, which can be a game-

changing factor when designing multi-agent solutions. Instead of relying on a single large 

model for lengthy reasoning, a system can orchestrate multiple calls to smaller, less ex-

pensive models — each handling a portion of the task — to ultimately lower overall op-

erational costs. 

For example, consider a multi-level propaganda detection pipeline: 

Level 1 (Input): A small cost-effective model (e.g. GPT-4o or GPT-4o mini) per-

forms basic preparation and normalization of an evaluation sample — e.g., summarizing 

or compressing longer text to fit the context window, removing formatting artifacts, trans-

lating from low-resource languages, and so on. 

Level 2 (Evaluation): Multiple agents then conduct deeper analysis on the normal-

ized output, each focusing on its own specialization. Some might perform fact-checking 

or sentiment analysis, while others match the text against specific manipulation tactics. 

Drawing inspiration from frameworks like «Swarm of Virtual Experts», these Level 2 

agents could be assigned more explicit roles, such as an «Analyzer Agent» for initial 

breakdown, a «Critic Agent» for evaluating consistency, specialized «Technique Detec-

tion Agents» (e.g., for Name-Calling, Loaded Language, etc.), and perhaps even a 

«Contextual Verification Agent» focusing on external information consistency. Lande et 

al. [20] note that assigning such roles can influence the context in which responses are 

formed, promoting diverse yet focused analyses. 

Level 3 (Decision-making and output): Finally, a higher-level agent takes the dis-

tilled results from Levels 1 and 2 to produce the final judgement whether the article is 

propagandistic and crafting a report on identified manipulation techniques if any. 

Figure illustrates a possible high-level architecture for such a multi-agent system. 
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A high-level multi-agent architecture for an automated propaganda detection system 

 

By assigning narrower tasks to cost-effective models at each stage, the overall com-

putational cost can be lower than relying on a single, expensive large model to process 

the text end-to-end. Additionally, since this pipeline is inherently modular, it allows mix-

ing models from different vendors, switching between open-source and proprietary solu-

tions, or pairing LLM-based approaches with specialized supervised methods. If better 

models appear over time, they can be relatively easily tested or swapped into a particular 

pipeline stage without overhauling the high-level system architecture. 

This approach might also benefit from richer intra-agent collaboration, such as er-

ror-checking (where a dedicated agent verifies another agent’s results) and feedback 

loops, similar to those explored in recent multi-agent research by Han et al. [21]. If Agent 

A flags content as propaganda while Agent B disagrees, a higher-level agent can prompt 

further analysis and ask for clarifications (like a team of human analysts debating am-

biguous cases). Such feedback loops can enable real-time refinement and optimization of 

outputs at each sub-task stage, leading to greater accuracy. 

Additionally, each agent’s performance can be improved through advanced prompt 

engineering and fine-tuning approaches — such as Chain-of-Thought reasoning [22] and 

Knowledge Injection [23]. 

Altogether, this system might achieve stronger accuracy by specialization while 

keeping costs manageable, and importantly, offer transparency and modularity, since 

each agent’s performance can be inspected and upgraded independently. 

Hybrid Approaches: Reasoning Agents within Multi-Agent Systems 

While (a) and (b) each offer compelling advantages, an additional promising re-

search direction involves exploring the synergy between reasoning-based GPT agents and 

multi-agent systems. In such a hybrid setup, at least one advanced reasoning agent could 

serve as the «analytical core», while multiple additional cost-effective or specialized 

agents could collaborate in handling various subtasks. Below are a few ways this synergy 

could enhance automated propaganda detection: 

1) Deep Analytical Core + Specialized Satellites: A large or specialized reasoning 

agent — capable of multi-step logical inferences – could focus on tricky rhetorical ma-

neuvers such as straw man arguments or subtle emotional appeals. Meanwhile, a network 

of smaller, task-specific agents (like language translators or fact-checkers) handles 
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localized tasks (translation, style analysis, domain-specific references). The smaller 

agents feed partial findings back to the central reasoning agent, which then employs ad-

vanced chain-of-thought reasoning to interpret and integrate these insights; 

2) Feedback Loops with an «Expert» Agent: In a standard multi-agent pipeline, 

sub-results circulate among smaller models, potentially including consistency and accu-

racy checks. By introducing a reasoning expert agent into this loop, one can achieve more 

rigorous verification: the expert agent examines each partial output, identifies logical in-

consistencies or missing context, and then prompts the relevant smaller agents for further 

clarification or additional evidence. This might result in a more robust and reliable overall 

decision-making process; 

3) Adaptive Cost vs. Performance Balancing: In real-world scenarios, one might 

selectively invoke the expensive reasoning agent only for content flagged as ambiguous 

or highly complex by less expensive models. Basic propaganda indicators (e.g., repetitive 

name-calling) might be handled by lightweight agents alone, while more nuanced cases 

are escalated to the expert agent, optimizing resource allocation without sacrificing ana-

lytical depth. 

Overall, these hybrid architectures preserve the cost-saving advantages of multi-

agent deployments while leveraging the deeper contextual understanding and complex 

logic that advanced chain-of-thought agents bring to the table. Future research might ex-

plore optimal strategies for coordinating reasoning agents and supporting models, how to 

manage shared memory and contextual information across inference layers, optimizing 

the trade-offs among speed, cost, and detection accuracy. In practice, such dual-tier con-

figurations may prove invaluable for real-time or high-volume propaganda-monitoring 

workflows, especially in environments where content complexity varies unpredictably. 

In summary, (a) reasoning-based GPT agents, (b) multi-agent systems with special-

ized prompt engineering, and (c) hybrid approaches integrating both emerge as particu-

larly promising avenues for future research in automated propaganda detection. Reason-

ing agents can effectively handle subtle rhetorical manipulations, bringing AI closer to 

human-like analytical capabilities. Multi-agent systems, meanwhile, address practical 

challenges such as scalability, adaptability, and cost efficiency by dividing tasks and stra-

tegically utilizing smaller models. Finally, hybrid approaches combine advanced multi-

step reasoning with modular multi-agent frameworks, achieving high accuracy in detect-

ing sophisticated rhetorical techniques without compromising cost-effectiveness or ease 

of deployment. As these research directions evolve, we anticipate their synthesis into ro-

bust solutions capable of detecting and deconstructing propaganda in real time across 

multiple languages and platforms. 

 

Conclusion 

This paper has explored modern methods of automated propaganda detection, high-

lighting the evolution from traditional supervised to emerging unsupervised approaches. 

Supervised models have demonstrated strong performance in controlled settings, partic-

ularly when supported by high-quality annotated data and ensemble strategies. However, 

these techniques face practical hurdles such as relying on limited labeled resources, espe-

cially as propaganda techniques continue to evolve and grow in complexity. 

To address these limitations, researchers have started to gradually turn to unsuper-

vised methods, particularly those leveraging large language models (LLMs). Approaches 
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utilizing models such as GPT-4 offer significant promise due to their inherent flexibility 

and the reduced need for extensive annotated datasets. Recent experiments show that ad-

vanced LLMs — especially with well-designed prompt engineering — can match or even 

surpass some specialized supervised baselines. Furthermore, their interpretability offers 

valuable insights into the reasoning behind detection decisions, a notable advantage over 

supervised «black box» models. However, challenges related to precision and reliability 

remain significant, underscoring the need for further refinement of LLM-based ap-

proaches. 

Looking ahead, three key research directions stand out. First, reasoning language 

models — such as OpenAI’s o3 or DeepSeek’s R1 — offer the potential to capture subtle 

propaganda through iterative, logic-based analysis. Second, multi-agent systems enable 

cost-effective scaling and modular specialization by distributing subtasks across light-

weight, specialized models before integrating their outputs into a more precise final ver-

dict. Third, hybrid architectures combine the strengths of the first two approaches by em-

bedding advanced reasoning agents within modular multi-agent pipelines, balancing per-

formance, interpretability, and efficiency. These hybrid setups are particularly promising 

for real-world applications, where content complexity and resource constraints can fluc-

tuate unpredictably. Ultimately, all three approaches hold significant promise for shaping 

the next generation of AI-powered detection systems — systems better equipped to cap-

ture the evolving nature of propaganda and contribute to more resilient information eco-

systems. 
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